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We study viscous instability of planetary rings in terms of N-body simulations. We show that for rings
composed of fairly elastic particles (e.g. as in Hatzes et al. [Hatzes, A., Bridges, F.G., Lin, D.N.C., 1988. Col-
lisional properties of ice spheres at low impact velocities. Mon. Not. R. Astron. Soc. 231, 1091–1115]) the
instability may lead to the spontaneous formation of dense ringlets in a background of lower density. In
most parts of Saturn’s rings the particle collisions are probably much more dissipative, as suggested by
the presence of self-gravity wakes, and classic viscous instability should be suppressed. However, our
results demonstrate that the mechanism of viscous instability itself is valid. The dynamical effects of
size-dependent elasticity in a system with a size distribution have never been studied before. We show
that this may in principle lead to a size-selective viscous instability, small particles concentrating on ring-
lets against the more uniform background of large particles.

� 2009 Elsevier Inc. All rights reserved.
1. Introduction

The viscous instability (or diffusion instability; Lukkari, 1981;
Ward, 1981; Lin and Bodenheimer, 1981) was one of the prime ex-
planations proposed for the radial density variations of Saturn’s B
ring discovered in Voyager fly-bys. This mechanism is based on
the assumption that there is a large collision-induced difference
between the kinetic temperatures of rarefied (dynamically hot)
and dense (cool) portions of the rings. In this case the dynamic
viscosity (product of shear viscosity and density) may decrease
with optical depth, leading to a collisional flux of particles which
is directed toward local density maxima, i.e. to an amplification
of density variations.

Nevertheless, the viscous instability was later discarded, mainly
because theoretical (Araki and Tremaine, 1986; Araki, 1991) and
simulation studies (Wisdom and Tremaine, 1988) indicated that
viscous instability is not obtained, at least not when a constant
coefficient of restitution, or velocity-dependent elasticity laws re-
sembling those found in the laboratory experiments of frost-cov-
ered ice particles (Bridges et al., 1984) are assumed. Such
elasticity models imply a highly flattened steady-state for all opti-
cal depths, and the lack of instability was attributed to the domi-
nant role of nonlocal viscosity, which leads to dynamic viscosity
increasing monotonically with optical depth; this nonlocal contri-
bution was neglected in the earlier studies where ad-hoc viscosity
versus density laws had been assumed.
ll rights reserved.
Our purpose here, over two decades later, is to remind that the
viscous instability mechanism itself is valid, and should at least
be kept in mind when explanations for various ring structures
are sought for. Whether or not the condition for instability is ful-
filled depends largely on the still poorly-known elasticity of ring
particles. For example, elasticity formulae resembling those found
in the experiments of particles with compacted frost in their sur-
faces (Hatzes et al., 1988) imply a rather hot low optical depth
steady-state dominated with strong local viscosity. In the case
of identical particles this leads to a viscosity–density relation
which indeed fulfills the instability condition for optical depths
around unity (Salo, 1991; Latter and Ogilvie, 2008). Moreover, al-
lowing for particle size distribution, range of elastic properties,
and perhaps for additional physical factors like particle adhesion,
may further promote viscous instabilities. In this paper, we pro-
vide the first direct demonstration of viscous instability in terms
of 3D N-body simulations using the Hatzes et al. formula, and
compare it with linear isothermal stability analysis. The simula-
tion results confirm the predicted stability boundary and the
asymptotic long-wavelength growth rates, though the minimum
unstable wavelength is nearly 10 times larger than the predicted
one. The non-uniform quasi-steady bimodal state – the co-exis-
tence of dynamically cool dense ringlets and hot rarefied zones
– reached after the saturation of simulated instability is also ana-
lyzed in detail.

The plan of the paper is as follows: In Section 2 we briefly re-
view the hydrodynamical treatment of dense planetary rings and
the isothermal linear stability condition. In Section 3 we use
small-scale local simulations to evaluate the pressure and viscosity
versus density relations entering the analysis. The two above
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mentioned elasticity laws (Bridges et al., 1984; Hatzes et al., 1988)
are compared, representing prototypes of very inelastic and elastic
cases; for simplicity we concentrate on the case of identical, non-
gravitating particles. In Section 4 larger scale simulations are per-
formed, both with and without self-gravity: we check the linear
growth rates implied by hydrodynamical analysis, and follow the
nonlinear saturation; we also demonstrate that the dense portions
of the bimodal state may exhibit self-gravity wake structures. In
Section 5, we discuss other examples of viscous instability, includ-
ing Lukkari (1981) indirect simulations, as well as 2D simulations;
the 2D simulations are illuminating as they allow to follow the
longer time scale evolution of the bimodal state. In Section 6 we
discuss the relevance of simulations to the structure in Saturn’s
rings, and speculate about other variants of viscous instability;
we also show preliminary simulation examples of selective in-
stabilities in systems with a range of particle sizes and elastic prop-
erties. Conclusions are given in Section 7.
1 On the other hand, as shown by Schmidt et al. (2001; see also Spahn et al., 2000),
inclusion of energy equation is important for the hydrodynamical analysis of
overstable oscillations having time-scales comparable to the orbital period.
2. Theoretical background: linear isothermal dispersion
relations

The local steady-state properties of dense planetary rings, in-
cluding vertical thickness, velocity dispersion, and viscosity, are
governed by the energy balance between the viscous gain of en-
ergy from the differential rotation associated with the orbital mo-
tion ð _EgainÞ and the energy dissipated in inelastic impacts between
ring particles ð _EdissÞ. The time-scale for achieving this energy bal-
ance is short, a few tens of impacts per particle at most, which is
on the order of an orbital period for dense rings. On much longer
time-scales, the ring evolution is determined by the radial flow
of angular momentum: the stability properties of this flow depend
sensitively on the elastic properties of particles via the implied lo-
cal energy balance. The crucial factor is the dependence of steady-
state viscosity on density.

To illustrate how the properties of the radial flow differ for dif-
ferent viscosity versus density relations, we review briefly the iso-
thermal linear stability analysis of dense rings (see Schmit and
Tscharnuter, 1995; Schmidt et al., 2001). Restricting to the axisym-
metric case, the vertically integrated hydrodynamic balance equa-
tions for continuity and momentum read (see e.g. Shu and Stewart,
1985; Stewart et al., 1984)
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where r denotes the surface density, ur and uh are the radial and
tangential mean velocities, Prr and Prh are components of the pres-
sure tensor bP, and the gravitational potential contains contributions
from the central field Ucen and the axisymmetric ring self-gravity
Usg . These equations follow from the zeroth and first order velocity
moments of the Boltzmann equation for the particle distribution
function; the second order moment equations would describe the
evolution of the pressure tensor components (Stewart et al.,
1984). In the hydrodynamic fluid approximation the equations for
the four independent pressure tensor components are replaced by
a single energy equation, describing how the kinetic temperature
(velocity dispersion) establishes as a balance of viscous energy gain,
collisional dissipation, and heat transfer. Since our interest here is
on viscous instability which evolves in time-scales much longer than
the orbital period, we neglect the energy equation and assume that
the energy balance _Egain ¼ _Ediss is instantaneously achieved.1 More-
over, instead of solving analytically for the energy balance, we will
use pressure tensor components directly determined from particle
simulations in Section 3, after a steady-state has been achieved.

Denoting with u � ur and v � uh � vorb the mean velocities in
the frame rotating with the orbital velocity vorb at the distance r,
taking into account that v2

orb ¼ r@Ucen=@r, and ignoring terms
/ u2; v2; uv , as well as curvature terms, these equations simplify
to
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To proceed further we assume that the pressure tensor has the
standard Newtonian form which describes how the kinetic pres-
sure reacts on compression and shear. This implies
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where p ¼ 1
3 trbP is the isotropic vertically integrated pressure, m and

f are the kinematic shear and bulk viscosity, and s ¼ � 3
2 X denotes

the systematic shear rate. In the isothermal analysis, omitting the
energy equation, it assumed that p and m depend solely on r; in par-
ticular the parametrization m / rb will be adopted.

These equations allow a steady-state solution where the surface
density has a constant value r0, and velocity deviations vanish,
u0 ¼ v0 ¼ 0. For constant density the self-gravitational force is also
zero. Denoting small perturbations from this ground state with
subscript ‘1’, we have r ¼ r0 þ r1; u ¼ u1; v ¼ v1; Usg ¼ U1. In-
serting these into the hydrodynamic equations, and keeping only
linear terms, yields
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Furthermore, the perturbations in gravity and surface density
are connected through the Poisson equation
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We assume that the perturbations have the form of an infinite
axisymmetric plane wave, r1;u1;v1 / expðxt þ ikrÞ. In this case
the Poisson equation has a solution

U1ðr; zÞ ¼ �
2pG
jkj r1 expð�jkzjÞ; ð12Þ

and the potential perturbation can be eliminated in terms of the
density perturbation
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The requirement of non-trivial solutions to Eqs. (8-10) leads to
the third-order dispersion relation (Schmit and Tscharnuter, 1995;
hereafter ST1995),
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which connects the perturbation wavelength k ¼ 2p
k to its complex

frequency x. The positive real part ReðxÞ implies a growing un-
stable solution, while a non-zero imaginary part implies an oscillat-
ing component. Here, b � @ log m=@ log r, and c2

0 � @p=@r, both
evaluated at the ground-state. As discussed in ST1995, in general
one of the roots of the dispersion relation is real, while the other
two roots form a complex conjugate pair. The conjugate pair, if
the real part is positive, corresponds to viscous overstability, while
the real root, again if positive, corresponds to viscous instability.

ST1995 illustrated that for ‘typical’ values of B-ring viscosity
and pressure (they adopted m0 ¼ 54 cm2=s and c0 ¼ 0:2 cm=s, and
assumed f0=m0 ¼ 1), the system should be overstable for perturba-
tions with wavelengths exceeding about 100 m, provided that
b > bcr . At the long wavelength limit bcr ¼ ðf0=m0 � 2=3Þ=3 (= 1/9
for m0 ¼ f0) if self-gravity is omitted, whereas with inclusion of
gravity bcr shifts to slightly negative values. However, numerical si-
mulations (Salo et al., 2001) indicated that the actual condition of
overstability is much more stringent, with bcr � 1. To account for
this discrepancy, Spahn et al. (2000) and Schmidt et al. (2001) sug-
gested that the isothermal stability analysis had to be augmented
by the inclusion of the energy equation, leading to a fourth order
dispersion relation, where the coefficients include additional terms
like derivatives of viscosity, pressure, and energy dissipation and
gain with respect to kinetic temperature, and the transport coeffi-
cient for the kinetic heat transfer. Indeed, the agreement to simu-
lations was markedly improved when non-isothermal treatment
was performed, using transport coefficient and temperature deri-
vatives based on simulation measurements in Salo et al. (2001). Be-
sides the additional temperature terms, the extra stabilization was
attributed partly to f0=m0 > 1 found in the simulation measure-
ments. However, it is hard to interpret the physical origin of the
implied bulk viscosity, and it seems now that its appearance was
an artifact related to using the hydrodynamic approximation in a
situation where it is not really applicable: for example, the as-
sumed Newtonian pressure tensor does not take into account the
changes in the shape of the velocity ellipsoid. In this sense the re-
cent kinetic theory analysis of Latter and Ogilvie (2006, 2008), in-
cluding a full set of seven moment equations, is a more appropriate
description, moreover leading to much improved agreement with
simulations.

Concerning viscous instability, the isothermal dispersion rela-
tion predicts that in the non-gravitating case the condition
b < �1 should lead to instability (ST1995; see also Ward, 1981;
Lin and Bodenheimer, 1981). In terms of dynamic viscosity
g ¼ ms / rbþ1, this condition is equivalent to @g

@s < 0. The condition
b < �1 can also be seen directly from linearized perturbation
equations. Ignoring the Laplacian term in Eq. (10) for the tangential
momentum implies u1 � �3ð1þ bÞ m0

r0

@r1
@r , and inserting this in the

continuity Eq. (8) yields a radial diffusion equation
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If 1þ b is negative this indicates negative diffusion, i.e. flux to-
ward density maxima. The growth rate is

ReðxÞ ¼ �3m0k2ð1þ bÞ; ð16Þ

which also follows from the full set of linearized equations on the
long wavelength limit. With the inclusion of axisymmetric self-
gravity, the linear stability condition for instability is slightly
shifted (ST1995) to b < �1þ 1=ð3Q2), where Q ¼ cX=ðpGr0Þ is the
Toomre parameter (Toomre, 1964). Contrary to the overstability,
the conditions for viscous instability should not be greatly affected
if the hydrodynamic analysis is replaced by the more accurate ki-
netic theory stability analysis (Latter and Ogilvie, 2008). Note also
that bulk viscosity does not affect the predicted stability boundary,
nor the asymptotic long wavelength growth rate.

While the stability/instability boundary is set by b (and Q if ax-
isymmetric gravity is included), the length and time scales of in-
stability depend also on m0 and c2

0: for a fixed b the minimum
unstable wavelength scales roughly as c0=X, while the expected
fastest growth rate scales roughly proportional to m0ðc0=XÞ�2.
3. Measurement of the viscosity versus density relation

In order to evaluate the viscosity over density relation for a gi-
ven particle elasticity law we turn to local simulations. An advan-
tage of a local method is that the surface density of the system can
be fixed, controlled via the number of particles N and the size of the
calculation region A0. Provided that the scale of the system is small
compared to the wavelength of any unstable perturbation (over-
stability or instability) the system remains, after an initial transient
evolution, in the ground state. We can directly tabulate the ground
state pressure and viscosity as a function of density, by time aver-
aging over all particle orbits and impacts, once the energy balance
has been established. The obtained values of m; p; b can then be
used to predict the linear stability properties against infinitesimal
perturbations.

3.1. Local simulation method

The calculations are restricted to a local comoving cell, with di-
mension much smaller than the orbital radius. Linearized dynami-
cal equations are employed, and the particles leaving the
simulation system are subject to periodic boundary conditions
(Wisdom and Tremaine, 1988, see also Toomre and Kalnajs,
1991). The particle motion is governed by

€x� 2X _yþ ðX2
r � 4X2Þx ¼ Fx;

€yþ 2X _x ¼ Fy;

€zþX2
z z ¼ Fz;

ð17Þ

where the x-axis points in the radial direction, the y-axis in the di-
rection of orbital motion, and the z-axis is perpendicular to the
equatorial plane. The reference point of the coordinate system
moves with angular velocity X in a circular orbit at a radial distance
a. In the case of a central point mass, considered in this paper, the
epicyclic frequency Xr and the frequency Xz of vertical oscillations
are both identical to X. The right hand side consists of additional
forces, e.g. due to impacts or self-gravity. In the absence of external
forces the solution of these equations describes epicycles: at the
distance x the guiding centers drift with the mean velocity
ðX2

r � 4X2Þ=ð2XÞx, which reduces to � 3
2 Xx for a central point mass.

Two different methods are employed for the calculation of im-
pacts: we either treat impacts as instantaneous velocity changes,
or include the impact forces between any (slightly) overlapping
particle pair (see Salo, 1995 for detailed description of the impact
calculations). As shown in Salo (1995) both methods yield similar
results, the force method however being a more natural choice in
the case of strongly gravitating particles, in particular when gravity
leads to the formation of semi-permanent aggregates (Salo, 1995;
Karjalainen and Salo, 2004; Morishima and Salo, 2006). In this sec-
tion we concentrate on non-gravitating simulations, for which we
use the somewhat faster instantaneous impact method.
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Fig. 1. Elastic models applied in simulations, leading to qualitatively different
stability properties. The solid line denotes a fit to laboratory measurements with
frosty ice particles Bridges et al., 1984, whereas the dashed line corresponds to
measurements where particles had compacted surfaces Hatzes et al., 1988, leading
to considerably less dissipative impacts. Note that actual measurements had a large
scatter around these fitted functions. The horizontal dotted lines indicate the
theoretical ecr values (see Fig. 2) for s ¼ 0 and 1, while arrows indicate the
corresponding impact velocity for the Hatzes et al. elasticity formula; the actual
average impact velocities in simulations are slightly smaller,
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3.2. Tabulation of pressure tensor components

By definition, the components of the pressure tensor Pab give
the amount of the b-component of momentum transferred in the
a-direction, per unit area and unit time. The flow of momentum
consists of the local contribution, related to the momentum carried
radially by the particles’ random motions, and the nonlocal contri-
bution, resulting from the momentum transferred from one parti-
cle to another during a collision. When evaluating the momentum
flow in simulations, it is convenient to include all particles and im-
pacts, regardless of their vertical coordinate. This corresponds to
the vertical averaging assumed in the hydrodynamic treatment of
Section 2.

Let ci ¼ f _xi; _yi; _zig � f0;�3=2Xxi; 0g denote the random velocity
of particle i. The local contribution to bP is obtained by adding the
momentum mcb carried by each of the N particles, moving with ve-
locity component ca with respect to the mean flow, leading to

Plocal
ab ¼

1
A0

XN

i

ðcaÞiðmcbÞi ¼ rcacb; ð18Þ

where A0 denotes the area of the simulation region and the bar in-
dicates averaging over particles. Once the steady-state has been
achieved, one can improve the accuracy by averaging over time,
hPlocal

ab i. The standard formula for nonlocal momentum transfer is
(Wisdom and Tremaine, 1988)

Pnonlocal
ab ¼ 1
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X
impacts

Dram>ðdcbÞ>; ð19Þ

where the summation is over all impacts occurring during the time
interval Dt, and m>ðdcbÞ> denotes the change of the momentum in
the b direction of the particle with the larger ra coordinate, and Dra

the absolute difference in the ra-coordinates of the impacting
particles.

In the hydrodynamical treatment the Pxy component measured
at the steady state (with v0 ¼ 0) is identified with �srm (see Eq.
(7); we will from here on replace the subscripts r; h by x; y, re-
spectively, to be consistent with the nomenclature used in local si-
mulations). In the case of Keplerian shear, s ¼ � 3

2 X, and assuming
identical particles the above equations give
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In the non-gravitating case studied here we will systematically
replace r by geometric optical depth s. The kinematic shear viscos-
ities are not affected by this; the dynamic viscosity will from here
on be identified with g ¼ sm. In the hydrodynamic analysis the par-
tial derivative of viscosity with respect to density is needed: we
will identify this with the difference of the ground-state viscosities
at different optical depths.

In a similar manner as viscosities, the local and nonlocal pres-
sures are identified with
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Here, c stands for the one-dimensional velocity dispersion. Fol-
lowing ST1995 we will write the total pressure in the form p ¼ c2

0s,
with the assumption that the effective (i.e. including effects of
nonlocal pressure) velocity dispersion c0 is fixed. The partial deri-
vative @p

@s is thus replaced by p=s.
3.3. Viscosity versus density relations for systems of frosty and smooth
ice particles

We have made systematic measurements of ground-state prop-
erties versus optical depth, for two different elasticity models
which describe the laboratory measurements of ice particles with
different surface properties (Fig. 1). The Bridges et al. (1984)
formula,

enðvnÞ ¼max ðvn=vcÞ�0:24
;0:25

h i
ðvn > vcÞ ¼ 1 ðvn 6 vcÞ; ð23Þ

with vc � vB ¼ 0:0077 cm=s, describes the elasticity of frost covered
ice at temperature of 124 K; en is the normal coefficient of restitu-
tion, and vn is the normal component of the impact velocity. This
formula has been widely used in previous studies, including the
pioneering simulations by Wisdom and Tremaine (1988). The stea-
dy-state properties following from this elasticity law were reported
in detail in Salo et al. (2001). The other elasticity model, studied in
detail here, is based on Hatzes et al. (1988) measurements for par-
ticles with compacted frost at their surfaces (20 cm particles at
temperature of 123 K)

enðvÞ ¼ 0:90e�0:22vn þ 0:01v�0:6
n ; ð24Þ

where vn is expressed in units of cm/s (see Eq. (1) in Hatzes et al.,
1988). Compared to Bridges et al. ‘‘frosty particle” formula, this
‘‘smooth particle” model implies a much shallower drop of elasticity
with impact velocity. Note that Hatzes et al. (1988) report experi-
ments with even more elastic particles: their ‘‘polished” ice mea-
surements, with very smooth particle surfaces, indicate en P 0:8
for the whole range vn 6 2 cm=s displayed in Fig. 1.

The importance of the adopted elasticity model on the dy-
namics of a planetary ring stems from the fact that it determines
the collisional energy balance. The rate of energy dissipated in im-
pacts (per unit mass) can be written as

_Ediss ¼ k1xcc2ð1� e2
nÞ; ð25Þ

where xc is the impact frequency, and k1 (like k2 and k3 below) is a
numerical coefficient of order unity; in the case of velocity-depen-
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The average en in simulations is measured by weighting each impact with the
square of the normal component of impact velocity, henv2

ni=hv2
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dent elasticity en can be defined as an effective mean value averaged
over impacts. The viscous gain is given by

_Egain ¼ s2m ¼ 9
4

X2m; ð26Þ

where m contains the local and nonlocal components. The basic ex-
pression for local viscosity is mlocal ¼ xcl2, where l is the radial mean
free path. In the high impact frequency regime the impacts limit the
mean free path to / c=xc while for low xc an upper bound is set by
the amplitude of epicyclic excursions, l / c=X. Combining these es-
timates, and approximating xc � sX, leads to the Goldreich and
Tremaine (1978) interpolation formula

mlocal ¼ k2
c2

X
s

1þ s2 : ð27Þ

For the nonlocal component, dimensional arguments (Shukh-
man, 1984) suggest that

mnonlocal / xcR2 ¼ k3XR2s; ð28Þ

where R is the particle radius. The energy balance _Ediss ¼ _Egain thus
implies

k1Xsc2ð1� e2
nÞ ¼

9
4

X2 k2
c2

X
s

1þ s2 þ k3XR2s
� �

: ð29Þ

For a given elasticity law, Eq. (29) determines the average elas-
ticity and velocity dispersion, and thereby also viscosity, as a func-
tion of optical depth.

Which of the two viscous gain contributions dominate in Eq.
(29) depends on the kinetic temperature of the system. In the case
of a hot system, c=ðRXÞ � 1, the local contribution dominates in
the limit s ! 0. If the nonlocal gain term is ignored, the c2 depen-
dence of Eq. (29) cancels out: the energy balance requires that the
effective value of en attains a critical value ecr , which depends on
the optical depth via the relation

ð1� e2
crÞð1þ s2Þ ¼ 9k2

4k1
� 0:61 ð30Þ

(Goldreich and Tremaine, 1978; numerical factor from Stewart
et al., 1984). The corresponding steady-state velocity dispersion
cst is then determined by the enðvnÞ relation. When den=dvn < 0,
like indicated by the above mentioned laboratory measurements,
the steady-state is thermally stable: for example, c > cst implies
on the average faster, more dissipative impacts leading to the cool-
ing of the system. Likewise, if c < cst the impacts are too elastic to
balance the energy gain, leading to heating of the system until
c ¼ cst is attained. According to Eq. (30), the effective coefficient
of restitution is about 0.63 at s ! 0, while for s ¼ 1; ecr � 0:81.
This decrease in the allowed amount of dissipation follows from
the reduced local viscous gain as mean free paths are reduced
due to increased impact frequency; it also implies that steady-state
cst drops with s. However, for c=ðRXÞ close to unity the nonlocal
contribution to viscosity can no longer be ignored. This provides
an additional source of energy balancing the dissipation, and pre-
vents the complete flattening of the system into a monolayer. In
practice Eq. (29) implies that there is a minimum velocity disper-
sion c / RX.

According to Fig. 1, for the Hatzes et. al. formula the low s cri-
tical coefficient of restitution ecr ¼ 0:63 corresponds to impact ve-
locity vn � 1:5 cm=s. For our nominal particle size R ¼ 1 m and
Saturnocentric distance a ¼ 100;000 km ðX ¼ 2� 10�4 s�1Þ this
converts to c=ðRXÞ � 30. The energy balance is thus dominated
by local viscosity at small s’s. On the other hand, for the Bridges
et al. formula, the ecr ¼ 0:63 would imply a very cool state, which
contradicts the assumptions which Eq. (30) was based on: there-
fore the energy balance is expected to be affected by the nonlocal
viscosity at all optical depths. A similar situation holds if the coef-
ficient of restitution has a constant value en < ecrðsÞ: the system
flattens to a near monolayer state, with the minimum velocity dis-
persion maintained by nonlocal gain (a constant en > ecrðsÞ would
lead to dispersal of the system via unbalanced heating).

Results of simulations performed with these elastic models are
shown in Figs. 2 and 3. All the runs were made with N = 500–4000
particles, and steady-state values are collected for the duration of
100 orbital periods. The calculation regions were large enough to
cover particle epicycles and small enough to suppress instabilities.
Optical depths in the range 0.01–10 were simulated. The simula-
tions confirm the expectations following from the qualitative Eq.
(29). Fig. 2, displaying the effective value of en in simulations,
shows that the Hatzes et al. smooth particle model follows the the-
oretical ecrðsÞ relation until s � 1, whereas en < ecr for the Bridges
et al. frosty particle model. Related to this, the smooth particle
model shows a strong drop in the velocity dispersion c, by a factor
of nearly five, as s increases. For the frosty particle model the drop
is less than a factor of 2. Besides the actual velocity dispersion, Fig.
3 shows also the effective c0, including the contribution from non-
local pressure: for both models this turns into increase for large s’s.
The geometric thickness of the system, measured directly from the
particles’ vertical dispersion, follows very closely the effective c0:
the increase for larger s’s is due to piling of particles into a multi-
layer. On the other hand, vertical thickness estimated from cz

(dashed lines) follows closely the total c. The maximum average
impact velocities, obtained at the limit s ! 0 are 1.2 and
0.1 cm/sec for the Hatzes at al. and Bridges et al. formulae,
respectively.

Most importantly, the two elastic models lead to a qualitatively
different m versus s and g versus s relations (lower frames of Fig. 3).
While the frosty particle model implies a monotonically increasing
m due to the nonlocal part, for the smooth particle model the drop
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Fig. 3. Steady-state effective velocity dispersion c0, geometric thickness H, kinematic viscosity m, and dynamic viscosity g ¼ ms as a function of optical depth, for the two
elastic models displayed in Fig. 1. A particle size R ¼ 1 m and a Saturnocentric distance of a ¼ 100;000 km are assumed. The effective velocity dispersion is defined via the
equation p ¼ c2

0s and thus contains the contribution of nonlocal pressure besides the local pressure due to dispersion of particle velocities; velocity dispersion itself is
indicated by the dashed curves. The geometric thickness H ¼

ffiffiffiffiffiffiffiffiffiffi
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p
corresponds to the full thickness of a uniform layer which has the same vertical dispersion as the actual

distribution. Also shown by a dashed curve is the thickness estimated from the vertical velocity dispersion,
ffiffiffiffiffiffi
12
p

cz=X; in the case of low filling factor these two measures are
identical. However, for flat systems the piling of particles eventually thickens the system although cz stays almost constant with s. For the kinematic viscosity m and dynamic
viscosity g the contribution from local viscosity is shown separately with dashed lines. Filled diamonds indicate the s-regime with negative @g=@s, susceptible to viscous
instability.
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in mlocal is so strong that it establishes @g
@s < 0 for an interval

0:6 < s < 2. This difference is further illustrated in Fig. 4, display-
ing the bðsÞ curves of the two models. As discussed above, the basic
reason for the existence of the unstable branch is the high velocity
dispersion at the limit s ! 0 implied by the Hatzes et al. type
elasticity model, allowing for a strong drop of velocity dispersion
when s increases.
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Fig. 4. The slope b � d logðmÞ=d logðsÞ for the simulations using the two elastic
models of Fig. 1. Solid diamonds and squares indicate the regions susceptible to
either viscous instability or viscous overstability, respectively.
4. Direct simulations of viscous instability

Fig. 3 (or Fig. 4) suggests that the ground state properties for the
smooth particle elasticity model fulfill the viscous instability condi-
tion for s � 1. Simulations with the Hatzes et al. (1988) elasticity
law should thus show this instability, provided that the radial size
of the simulation region is large enough to cover the smallest un-
stable wavelengths, which according to linear stability analysis
performed with the measured m and p (Table 1) are of the order
of 100 particle radii. Simultaneously, the tangential size of the cal-
culation region must be large enough to cover the particle epi-
cycles. Taken together, these conditions indicate that at least
N � 104 simulation particles are needed in order to verify the vis-
cous instability in direct 3D local simulation. First such attempts
were reported already in Salo (1991), using an ad hoc impact law
(Bridges et al. type formula, except with vc=vB ¼ 40 instead of
unity; using increased scale factor implies a larger steady-state ve-
locity dispersion, see Salo (1991)), which similarly predicts in-
stability for s � 1. However, since the maximum N attainable in
Table 1
Ground state parameters used in hydrodynamic analysis: Hatzes et al. (1988)
elasticity model is used for identical non-gravitating 1 m particles at Saturnocentric
distance a ¼ 100; 000 km.

s mlocal=ðR2XÞ m=ðR2XÞ c=ðRXÞ c0=ðRXÞ b

0.10 38.3 38.4 30.9 31.0 0.82
0.50 65.8 67.0 20.8 21.1 �0.73
1.00 24.0 26.0 11.0 11.7 �1.82
1.50 9.8 12.0 6.9 7.9 �1.78
2.00 5.5 8.0 5.2 6.5 �1.02
2.50 3.7 6.7 4.3 6.0 �0.53
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simulations at that time was only � 103, these experiments were
not successful. With the present particle numbers viscous instabil-
ity is easily simulated.

In this section direct simulations are used for two purposes: for
measuring the linear growth rates from simulations, and for fol-
lowing the evolution to the nonlinear regime.

4.1. Comparison of linear growth rates to hydrodynamical theory

In order to measure the linear growth rates we shall impose a
small amplitude perturbation to the system and follow its decay
or growth with time. To assure that the fastest growing modes
do not disturb the measurements, each of the allowed modes with
a radial wavelength

k ¼ Lradial=m; with m ¼ 1;2; . . . ð31Þ

is studied in a separate simulation. Typically, we will use simulation
regions with radial extent Lradial ¼ 2 km (2000 particle radii). This is
a similar approach to what we applied in our previous growth time
measurements for overstable oscillations (Salo et al., 2001; Schmidt
et al., 2001; Schmidt and Salo, 2003). However, in the case of oscil-
latory instability, the excitation of a single mode was easy to
achieve, by imposing a sinusoidal perturbation in the mean radial
velocity, which corresponds to one of the eigenvectors of the linear
solution. Moreover, it posed no problem to add this perturbation
during the simulation after the energy balance was achieved, since
the particle positions need not be altered. In the case of instability,
the velocity amplitudes are extremely small, and we must impose
the density perturbation directly in the initial distribution of parti-
cles. In practice, radial positions are created in a manner that pro-
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Fig. 5. Comparison of simulated growth rates versus wavelength with those predicted b
from the dispersion relation Eq. (14), using the pressure and viscosity values measured fo
growth and decay, respectively. For the dash-dotted curve, the radial component of the p
unstable branch is shown. Also marked, by a dotted line, is the asymptotic growth rate, Eq
boxes corresponding to growth and decay, respectively: each symbol corresponds to a sep
smallest unstable wavelength (interpolated from simulations) is marked with a vertical d
At the long wavelength limit the simulated growth rates are in good agreement with hy
almost 10, in the smallest unstable wavelength.
duces the desired small sinusoidal perturbation in the radial
profile, after which particles’ tangential coordinates are randomly
chosen, except that overlaps are not allowed. Eccentricities and in-
clinations are chosen according to a Rayleigh distribution. When
this procedure is used, there is a short transition period during
which the perturbation has already set in, though the system has
not yet settled to an equilibrium. However, by choosing the para-
meter of the Rayleigh distributions as close to equilibrium values
as possible, one can minimize the effect of this transition period.
Additional checks were also made to assure that the measured
growth rates are not affected by the tangential or radial width of
the system (comparisons were made with twice larger calculation
regions). It was also checked that simulations using the force meth-
od gave essentially the same results as the adopted instantaneous
impact method (see also Fig. 14 below).

To obtain the growth rates, the Fourier amplitudes of different
radial m-components were tabulated as a function of time, for den-
sity, mean radial, and mean tangential velocity. A linear fit of the
logarithm of amplitude versus time was then performed. The first
five periods were excluded from the determination of growth rates.
Also, each fit was checked by eye to make sure that the fit range did
not extend beyond the linear growth period. In practice, only the
density amplitudes were useful, as the velocity amplitudes did
not stand above the noise caused by the discreteness of the system.

In Fig. 5 the linear growth rates are compared to hydrodynami-
cal modeling, for four different initial optical depths, covering the
suspected unstable range s ¼ 0:6—2:0. The growth rates are dis-
played in terms of e-folding times, in the units of orbital periods:
Te ¼ X=ð2pReðxÞÞ. The solid and dashed curves show the predic-
tion of the linear dispersion relation, while the symbols stand for
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y hydrodynamic stability analysis. The curves indicate the e-folding times following
r the Hatzes et al. smooth particle elasticity model: solid and dashed curves indicate
ressure tensor Pxx was used instead of the isotropic pressure p; in this case only the
. (16). Squares stand for the e-folding times measured in simulations, filled and open
arate simulation where a small seed amplitude was given for the studied mode. The
otted line. Times are measured in orbital periods and lengths in particle radii (=m).
drodynamical prediction: however, there is clear discrepancy, by about a factor of



Table 2
Comparison of predicted (HYDRO) and simulated (SIMU) minimum unstable wave-
lengths, kmin, and asymptotic growth rates, limk ! 1Te=k

2 (Te in orbital periods, k in
kilometers): Hatzes et al. (1988) elasticity model, identical non-gravitating 1 m
particles at Saturnocentric distance a ¼ 100;000 km.

s kmin kmin Te=k
2 Te=k

2

HYDRO (m) SIMU (m) HYDRO SIMU

0.75 80 580 62 90
0.94 50 370 52 56
1.50 35 210 164 176
1.75 40 180 320 620
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the simulated growth rates. The predicted and simulated values for
the smallest unstable wavelength kmin, and for the asymptotic
growth rate limk ! 1Te=k

2, are collected to Table 2. Clearly, there
is a considerable difference in the predicted kmin, by almost a factor
of 10. This difference is roughly the same for all studied optical
depths, see Fig. 6. Also shown in these figures are the hydrody-
namic predictions where instead of isotropic pressure the radial
pressure component is used for the calculation of c0. Since the ve-
locity ellipsoid is radially elongated we have Pxx > p, which shifts
the predicted unstable regime to somewhat larger wavelengths.
The shift is however much too small to account for the difference
between hydrodynamic predictions and simulations. The differ-
ence is probably in large parts due to the assumption of isotherm-
ality in the model: A similar shift of instability to larger
wavelengths by non-isothermal effects was observed for viscous
overstability (see Fig. 4 in Schmidt et al., 2001). Altogether, the ex-
act interpretation of hydrodynamic pressure is problematic: for ex-
ample, had we used the difference of ground state pressures to
estimate the @p=@s instead of using c2

0 ¼ p=s, we would have pre-
dicted even smaller unstable wavelengths and larger growth rates.
On the other hand, the growth rates at the large-wavelength limit
are in good agreement with the hydrodynamic prediction, depend-
ing only on the measured m0 where there is no such ambiguity.

4.2. Spontaneous growth and saturation to nonlinear steady-state

To follow the spontaneous growth of instabilities and their evo-
lution beyond the linear amplitude regime, additional large scale
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Fig. 6. The upper frame compares the minimum unstable wavelength predicted by
the hydrodynamical analysis (curves) with those obtained in simulations (symbols).
The solid curve uses the isotropic pressure p ¼ 1

3 trP, while the dash-dotted curve
indicates the change if p is replaced with the Pxx component. In the lower frame the
asymptotic large wavelength e-folding times are compared, indicating a good
agreement; note that the theoretical curve depends only on kinematic viscosity.
Vertical dotted lines roughly indicate the stability boundaries found in simulations,
matching well with the hydrodynamic prediction.
simulations with the Hatzes et al. (1988) elasticity model were
performed for several different s’s. No initial perturbation was ap-
plied, so the instability, if present, arose from random noise. Fig. 7
shows the time evolution of the radial density profile for systems
with different initial uniform optical depths, and Fig. 8 displays
the final profiles in the end of each run (1500 orbital periods). In
agreement with the linear stability analysis, the run with s ¼ 0:5
is stable, whereas runs with s ¼ 0:75; 1:0; 1:5 are unstable, lead-
ing to a formation of ringlets with a distinctly non-sinusoidal
flat-top profiles. The separation of ringlets gets smaller with s, in
accordance with Fig. 5, which indicates that the wavelength of
the mode with the largest linear growth rate is reduced from about
1000 m to 300 m in this s interval. Increasing the optical depth to
s ¼ 1:9 also leads to instability, but now rather than forming sepa-
rate ringlets, the system develops a couple of lower optical depth
regions. At s ¼ 2:0 the system is very close to the linear stability
boundary, developing just small amplitude perturbations. At still
larger s’s the system remains completely stable.

We study in more detail a system with s ¼ 0:94. This optical
depth is chosen since it yields the fastest asymptotic growth rate
(both according to simulations and hydrodynamic analysis, see
Fig. 6). Starting with a uniform profile the system with a radial
width of 2 km divides into four distinct ringlets during the first
100 orbital periods (Fig. 9). After about 200 periods, the leftmost
ringlet has clearly saturated to a practically constant level. How-
ever, the second ringlet from the right, after an initial growth has
started to disperse again, the material apparently being captured
by the two adjacent ringlets which are slowly growing and shifting
toward the dispersing ringlet. As suggested by Fig. 7 this process
will eventually lead to merging of the ringlets. Fig. 10 displays
the system after 500 orbital periods: the ringlets have a distinctly
lower vertical thickness and velocity dispersion than the inter-
ringlet regions. This is in accordance with the notion of instability
leading to a bimodal state with a co-existence of hot low density
and cool high density regions (Hämeen-Anttila, 1982).

To analyze the non-linear steady-state reached in the above si-
mulation, Fig. 11 displays the radial profiles of dynamic viscosity
and isotropic pressure. These profiles are constructed by tabulating
the pressure tensor components at different radial zones of the sys-
tem, and averaging over 50 orbital periods. This figure (uppermost
frame) confirms the expectation that g is constant in the steady-
state: this seems to be the case except for the decaying ringlet,
which corresponds to a local maximum of g. Note that both the lo-
cal and nonlocal viscosities have a significant contribution to the
total viscosity, depending on the location: at the rarefied regions
between ringlets the viscosity is almost solely due to local compo-
nent, while at the ringlets both components have about the same
magnitude. On the other hand, the pressure (lower frame in Fig.
11) is not constant, having a lower than average value near the
ringlet edges. Again, for the ringlets the local and nonlocal compo-
nents are both significant. To balance the implied pressure gradient
the mean tangential velocity must adjust accordingly.

Fig. 12 checks for the validity of the momentum balance equa-
tions at the non-linear steady-state, using the same tabulation in-
terval as in Fig. 11. The upper frame compares the simulated mean
tangential velocity v, with that calculated from the gradient of Pxx,
using the hydrodynamic balance equation for radial momentum.
For steady-state @u

@t � 0, and Eq. (4) implies

v � 1
2Xs

@Pxx

@x
: ð32Þ

An excellent agreement is found, providing a useful check of
both the pressure tensor tabulation method, as well as for the ap-
plicability of the kinetic equations themselves in describing these
discrete particle systems. According to this figure, the shear is
slightly reduced at the edges of the ringlets @v

@x > 0
� �

and enhanced
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Fig. 7. Time evolution in simulations using the Hatzes et al. smooth particle elasticity model. Six simulations starting from different initial optical depths are compared. The
tangential and radial widths of the simulation system were fixed to 40 and 2000 particle radii (=m), and the different optical depths correspond to N = 13,000–50,000
simulation particles. The horizontal axis indicates the time measured in orbital periods, and the vertical axis corresponds to the radial coordinate measured in meters: the
tangentially averaged number density was stored every five orbits, using 200 radial bins. Grey-scale indicates the number density, white corresponding to density
enhancement. For absolute scales see Fig. 8, displaying the radial s profiles in the end of these runs.
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Fig. 8. The radial density profiles of the simulations displayed in Fig. 7, averaged
between 1400 and 1500 orbital periods. The initial uniform optical depth is
indicated on each frame.
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Fig. 9. The time evolution of the radial profile for an unstable simulation system,
using the Hatzes et al. smooth particle elasticity model. In the initial state 24,000
particles were uniformly distributed in a calculation region with radial and
tangential widths of 2000 and 40 particle radii (=m), and optical depth s ¼ 0:94;
this s corresponds to the largest asymptotic linear growth rate. The solid lines, in
the order of increasing peak value, show the profile averaged over orbital periods 0–
50, 50–100, 100–150, 150–200 and 200–250, while the dashed line with symbols
indicates the profile for orbits 450–500. Note that the density of the two leftmost
ringlets has saturated to an almost constant level, while the second ringlet from the
right has started to disperse, the material being captured mainly by the rightmost
ringlet which is slowly growing and shifting toward the dispersing ringlet.
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between them @v
@x < 0
� �

, compared to the Keplerian shear gradient
� 3

2 X. However, the maximum deviation from Keplerian profile is
about 0.3%. The lower frame of Fig. 12 shows a similar check for
the tangential momentum balance. With @v

@t � 0 Eq. (5) implies

u � � 2
Xs

@Pxy

@x
: ð33Þ
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Fig. 11. Upper frame: the thick red line shows the dynamic viscosity profile for the
simulation displayed in Fig. 10. Also shown, by dashed lines, is the ground-state
value of the dynamic viscosity which would correspond to the local s in each radial
zone. Note that the dynamic viscosity in the simulation is almost constant, except
for the dispersing ringlet (second one from the right); here a local maximum is seen,
consistent with the particle flow directed away from this radial zone. The local and
nonlocal contributions to g are shown separately by the blue and green thin solid
curves, respectively (nonlocal contributions peak at the ringlets). Dotted lines
indicate the optical depth profile (in arbitrary units). Lower frame: similar profiles
for the isotropic pressure. Note that the total pressure is not constant. To obtain
these profiles, the local and nonlocal pressure tensors were tabulated in 100 radial
zones, and averaged over 50 orbital periods (orbits 500–550). (For interpretation of
the references to colour in this figure legend, the reader is referred to the web
version of this article.)
The agreement indicates that the very small residual radial ve-
locities present in the system are in accordance with the gradients
of Pxy. In particular, the positive @u

@x gradient at the ringlet around
x � 500 is related to gradual flow of particles away from this
ringlet.

Finally, Fig. 13 shows the radially tabulated quantities at the
nonlinear steady-state, plotted against the optical depth at the
same radial bin, with those measured for the uniform ground state.
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Fig. 12. Check of the hydrodynamic balance equations for the simulation displayed
in Fig. 10. Upper frame: the radial momentum balance. The solid line shows the
tangential mean velocity v ¼ _yþ 3

2 Xx, maintained by the gradient in the radial
component of pressure tensor. Symbols indicate 1

2sX
@Pxx
@x in units of R2X2; the overlap

with tangential velocity indicates that Eq. (4) with @u
@t ¼ 0 is accurately fulfilled.

Lower frame: the tangential momentum balance. The solid line shows the radial
velocity profile u ¼ _x, while symbols display � 2

sX
@Pxy

@x ; the overlap indicates that Eq.
(5) with @v

@t ¼ 0 is fulfilled. Note that the dispersing ringlet has a positive gradient
@u
@x > 0, which according to continuity equation indicates reduction of density. Also
shown in both frames is the optical depth profile (dotted curve, arbitrary scale). To
obtain these profiles, the local and nonlocal pressure tensors, together with mean
velocities and densities were tabulated in 100 radial zones, and averaged over 50
orbital periods (orbits 500–550).
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Fig. 13. Properties of nonlinear steady-state. Upper frame: the solid curve indicates
the ground-state dynamic viscosity g as a function of s, evaluated in separate
simulations whose radial scale was chosen small enough to suppress the instability
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Since the simulated gðxÞ is constant, considerable difference are
seen in comparison to g0ðsðxÞÞ. For example, using the ground state
g0ðsÞ curve to estimate the low s value needed to balance the max-
imum smax � 3 would suggest smin � 0:3, instead of the simulated
smin � 0:4. On the other hand, for cxðxÞ the deviations from ground
state cxðsðxÞÞ are quite small.

4.3. Viscous instability and self-gravity

The ST1995 hydrodynamic dispersion relation includes the ef-
fects of axisymmetric self-gravity: for example, in the absence of
pressure and viscous terms it leads to the Toomre (1964) stability
criterion Q > 1 for the linear stability against the growth of axi-
symmetric gravity perturbations. For viscous instability, the dis-
persion relation predicts that axisymmetric gravity leads to
enhanced growth rates and to somewhat smaller minimum un-
stable wavelength (See Fig. 1 in ST1995).

A convenient way for rapid inclusion of axisymmetric self-grav-
ity to simulations is provided by the same method which was uti-
lized in the hydrodynamic analysis. We make a radial Fourier
decomposition of the tangentially averaged surface density,

rðxÞ ¼ r0 1þ
X1
m¼1

Am cos m
2p

Lradial
ðx� xmÞ

� �" #
; ð34Þ

where r0 is the mean surface density, Am and xm are the fractional
amplitude and phase of different m-components with wavelengths
k ¼ Lradial=m. We then treat each component as an infinite plane
wave, and use Eqs. (11) and (12) to calculate the corresponding ra-
dial force. Superposition of different modes gives

FxðxÞ ¼ �2pGr0

Xmmax

m¼1

Am sin m
2p

Lradial
ðx� xmÞ

� �
: ð35Þ

A finite mmax is used in order to suppress small scale noise: we
include only components corresponding to wavelengths > 20 m.

Although no systematic comparisons of the growth rates were
performed, the prediction of enhanced growth rates seems to be
consistent with our numerical experiments which include axisym-
metric gravity (Fig. 14). In these simulations we apply the same
Hatzes et al. elasticity model as before, but use the force method
for impact calculations instead of the instantaneous impact meth-
od: the first two frames of Fig. 14 verify that in the non-gravitating
case the two impact calculation methods give essentially the same
results. The third frame shows the time evolution of the density
profile with the inclusion of axisymmetric gravity: for the studied
parameters the hydrodynamic analysis predicts a nearly 2-fold
growth rate with the inclusion of gravity, qualitatively consistent
with the clearly faster emergence of ringlets in this case. Also the
number of initially formed ringlets is larger, in qualitative agree-
ment with the reduced minimum unstable wavelength predicted
by hydrodynamic analysis.

Fig. 14 (lower frame) also indicates what happens when full
self-gravity is taken into account, not limiting to the axisymmetric
component. Interestingly, although the uniform initial state with
s ¼ 1 is too hot for the self-gravitational wakes to form, these
emerge after the viscous instability has lead to the formation of
dense cool ringlets with Q � 1. Due to gravitational viscosity asso-
ciated with the wakes, the viscosity of dense regions is expected to
increase (low-s regime is not affected), which in principle could
destroy the unstable branch of the gðsÞ relation: apparently in
the shown example the wakes are too weak for this.
5. Comparison to previous particle simulations of viscous
instability

5.1. Lukkari (1981) indirect simulations

The principal mechanism behind viscous instability was first si-
mulated in Lukkari (1981), using a computational trick that shifted
the region where @g

@s < 0 to a very low optical depth, of the order of
s � 10�4—10�3. In this case the amplification of density fluctua-
tions could be seen in a simulation using a complete ring of just
250 particles (with a radius of 10�3 times the mean planetocentric
distance), manifesting as an emergence of a single denser ringlet
from an initial smooth density distribution. The shift of the un-
stable s-regime was achieved by choosing the coefficient of resti-
tution to depend explicitly on optical depth, instead of the
implicit s dependence following via the energy balance equation.
The formula used was

enðvn; sÞ ¼
1

kðs3 þ s3
0Þvn=ðRXÞ ; ð36Þ

where k ¼ 1:91� 109; s0 ¼ 0:752� 10�4, and vn denotes the impact
velocity. For the mean optical depth of the system, s � s0, the low
optical depth critical coefficient of restitution, ecr � 0:63, corre-
sponds to vn=ðRXÞ � 300, indicating a very hot steady-state. On
the other hand, the expected steady-state is much cooler already
for a slightly increased s: for example, inserting s ¼ 10s0,
vn=ðRXÞ ¼ 2 corresponds to en � 0:4, consistent with the assumed
cool state. Thus, although achieved by an entirely artificial method,
the qualitative characteristics of the instability are correctly de-
scribed, i.e. the particle flux from the higher density, low velocity
dispersion regions is balanced by the flux from the surrounding re-
gions with lower density but high velocity dispersion.
5.2. Viscous instability in 2D simulations

Another qualitative demonstration of viscous instability was
provided in Salo (2001), in terms of a two-dimensional local simu-
lation, with a constant coefficient of restitution close to unity. This
also leads to @g

@s < 0 in a low optical depth regime, making the in-
stability very easy to simulate. However, in comparison to Lukkari
(1981) method, this low optical depth instability now follows in a
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Fig. 14. Viscous instability with the inclusion of self-gravity. The first two frames in the upper row compare simulations performed with the instantaneous impact and force
methods: in both cases the Hatzes et al. ‘smooth particle’ elasticity model is used, for a system with initial optical depth s ¼ 1. The third frame shows an otherwise similar
simulation except that axisymmetric self-gravity is included: the surface density r ¼ 600 kg=m2. In all cases a 2000 m (radial) by 40 m (tangential) simulation region was
used. In the lower row the full self-gravity is included, using internal particle density q ¼ 450 kg=m3 (with s ¼ 1 and R ¼ 1 m this corresponds to r ¼ 4

3 qsR ¼ 600 kg=m2). The
size of the simulation region is now 500 m by 160 m: a sufficiently large tangential width (Toomre’s critical wavelength is about 42 m) is essential to allow for the
nonaxisymmetric wake structure to develop. Snapshots of the system at every 10 orbital periods are shown (horizontal and vertical axis correspond to tangential and radial
direction, respectively). The number of simulation particles is �25,000 in each case.
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‘natural’ way from the different dynamical characteristics of the 2D
system in comparison to a realistic 3D case.

The main reason is the different functional dependence of the
2D impact frequency in comparison to the 3D case. The basic for-
mula for impact frequency is xc � nscrc , where ns is the space
number density, c is the 1D velocity dispersion and rc denotes
the collisional cross-section. In the 3D-case rc ¼ 4pR2 and
ns � n=H ¼ s=ðpR2HÞ where n is the surface number density and
H is the vertical thickness. Due to collisional partitioning of energy
between vertical and horizontal motions, H / c=X. The explicit ns

and c dependencies in xc thus cancel out and we get the familiar
result that xc depends solely on s. A good approximation is pro-
vided by

x3D
c � 3sX: ð37Þ

On the other hand, in the 2D case there is no such adjustment of
space density via velocity dispersion, so that impact frequency re-
tains the explicit velocity dispersion dependence. Inserting rc ¼ 2R
yields the formula

x2D
c �

c
RX

sX: ð38Þ

A direct consequence of this functional dependence is that in 2D
systems dissipation (provided that particles are not totally elastic)
is always able to balance the viscous gain, i.e. the critical coefficient
of restitution is ecr � 1 (Salo, 2001). To see this, consider the simple
formulas for viscous gain introduced in Section 3,
mlocal ¼ k2
c2xc

x2
c þX2 ;

mnl ¼ k3xcR2;

where we have now retained the original impact frequency depen-
dence following from the mean free path argumentation. Inserting
these to the energy balance equation, and dividing by xcc2 gives
the condition

1� e2
n ¼

9
4k1

X2 k2

x2
c þX2 þ k3ðR=cÞ2

 !
: ð39Þ

In the 3D case xc is determined solely by s, and the above equa-
tion has no solution if

1� e2
n <

9k2

4k1

X2

x2
c þX2 ; ð40Þ

which after substituting x3D
c leads to the Goldreich–Tremaine for-

mula (30) for ecr . However, in the 2D case any nonzero 1� e2
n can

be balanced for a fixed s simply by increasing the x2D
c via increased

velocity dispersion. Inserting the 2D formula for impact frequency
into Eq. (39) and assuming c=ðRXÞ � 1 and xc=X� 1 (appropriate
for small 1� e2

n), gives the relation

1� e2
n /

RX
c

� �2 1
s2 : ð41Þ
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2 In practice the small s regions have such a large velocity dispersion, c=RX > 100
that the finite size of the calculation region might limit the maximum contrast
achieved.
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For a fixed en this implies c / 1=s. Consequently, at low s we
have m � mlocal � c2=xc / s�2. Thus g ¼ ms / s�1 and the condition
for viscous instability is fulfilled by an ample margin. What is ef-
fectively taking place is that the mean free path reduction due to
frequent impacts, which in the realistic 3D case requires s � 1, is
now taking place for any nonzero s.

The above qualitative considerations are verified in Fig. 15 in
terms of two-dimensional particle simulations using a constant
en ¼ 0:8. In the left, the steady-state velocity dispersion and impact
frequency are shown, confirming the c / 1=s and xc / cs � const
trends at low s. This leads to viscosity dominated by mlocal / s�2.
When optical depth increases beyond about 0.2–0.3, and in parti-
cular when it approaches the maximum 2D value
smax ¼ p=

ffiffiffiffiffiffi
12
p

� 0:91, the impact frequency starts to grow in a very
nonlinear fashion, leading to a rapidly increasing m due to strong
nonlocal viscosity. As a consequence, the resulting g0ðsÞ curve pre-
dicts that all s 6 0:2 should be unstable, whereas for s > 0:2 vis-
cous instability should be avoided.

Examples of 2D viscous instabilities in larger scale simulations
are shown in Fig. 16. The plot shows the radial density profiles as
a function of time up to 1500 orbital periods. For s ¼ 0:025;0:05;
and 0.10 the onset of instability is very fast: in about 50 orbital per-
iods the system has divided into separate ringlets, which then gra-
dually merge together. Clearly this merging will proceed with time
provided that it is not prevented by the small size of the system.
For s ¼ 0:20, close to the predicted linear stability boundary, the
emergence of instability is substantially slower, and leads at first
to a few density depletions rather than separate ringlets. In this
sense the evolution resembles the 3D example with s ¼ 1:9. How-
ever, in the 2D simulation the depletions rapidly clear into gaps
which widen with time, eventually leading to distinct ringlets. This
different behavior is in accordance with the different ground state
g0ðsÞ relation. Like in the 3D case, the 2D simulation system tries to
adjust gðrÞ to a constant value throughout the system. However, an
important difference is that now all low optical values are un-
stable, leading to a continuous clearing of the gaps. Since this in-
creases the dynamic viscosity of gaps, the ringlets must contract
in order to maintain the balance. The ringlets seen in Fig. 16 all
have s � 0:6 while for the gaps s � 0:001—0:01.2 For comparison,
in the 3D steady-state the low and high optical depth regions
ðsmin � 0:5; smax � 3Þ are both in the stable branches of the g0ðsÞ
curve. Increasing the optical depth further beyond 0.2 suppresses
the 2D instability: the simulation with s ¼ 0:30 is definitely stable,
in accordance with hydrodynamic prediction.

To look in more detail at the slow merging evolution of ringlets,
the right hand side of Fig. 16 shows the time evolution in a simula-
tion which is similar to the s ¼ 0:05 simulation in the left, except
that it has 5-fold radial extent. In Fig. 17 we display DL, the mean
spacing between ringlets versus time, calculated by dividing the
radial width by the number of ringlets (between individual mer-
gings this number stays constant). The data seem to be well fitted
by a power law DL / ½T � Tð0Þ	k, with k � 1

2 expected for a process
driven by viscous forces. Some ambiguity is caused by the choice
of Tð0Þ: the figure shows the data fits for both Tð0Þ ¼ 50 and
Tð0Þ ¼ 0 orbits, giving k ¼ 0:47 and k ¼ 0:59, respectively (formal
errors in the fitted slopes are smaller than the difference). Based
on Fig. 16 the choice Tð0Þ � 50 seems quite reasonable: at this time
the distinct ringlets have just about emerged from the background
noise.

An interesting detail is the internal dynamics of the high optical
depth ringlets formed via viscous instability. In the 2D simulations
their s � 0:6 is so high that the ground state g0ðsÞ curve in Fig. 15
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Fig. 16. Comparison of two-dimensional runs for different optical depths. On the left, the evolution of the radial density profile versus time is compared for different optical
depths: s ¼ 0:025; 0:05 and 0.1 are all on the unstable branch, s ¼ 0:2 is just at the borderline, while s ¼ 0:3 falls on the stable branch of Fig. 15. The radial and tangential size
of the calculation region are 4000 and 62.5 particle radii (=m), and the different s’s correspond to 3200–24,000 particles. On the right, the evolution of a system with s ¼ 0:05,
having a radial and tangential extent of 20,000 and 125 particle radii, respectively; the number of particles is 40,000.
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implies b� 1. Since the conditions for obtaining overstability (bcr

about unity or slightly larger) is about the same in 2D and 3D simu-
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Fig. 17. The average spacing between ringlets in the 2D simulation with 20 km
radial width, displayed on the right panel of Fig. 16. The average spacing DL is
counted by dividing the total radial width of the simulation region by the number of
separate ringlets. The data points start from T ¼ 103 (times measured in orbital
periods), when the first merging of two ringlets occurs. Power law fits of the form
DL / ½T � Tð0Þ	k are also shown, with two different choices for the zero point of
time.
lations (Salo, 2001), this would suggests overstability. However,
this estimate of bcr was based on simulations with radially ex-
tended systems having periodic boundary conditions: it is not clear
whether the same condition applies to a narrow ringlet surrounded
by practically empty gaps. Nevertheless, the simulated 2D dense
ringlets show clear signs of low amplitude overstable oscillations
(Fig. 18). This suggests that the overstable waves are not damped
at the ringlet boundaries but are able to reflect back (Papaloizou
and Lin, 1988; see also Longaretti and Rappaport, 1995). In princi-
ple, overstability would be expected to take place in a similar man-
ner in very dense 3D ringlets: however the smax ¼ 3 of our
simulated 3D ringlets is not yet high enough to lead to overstability
(see Fig. 4).

6. Discussion: possible relevance of viscous instability for
Saturn’s rings

The viscous instability, in some form or another, is in principle a
very attractive mechanism when an explanation for the structures
in Saturn’s ring is sought for: most importantly it would explain
naturally the bimodality and the very sharp optical depth transi-
tions seen in the B ring. However, the above hydrodynamic analy-
sis and simulation examples of 3D instability all rely on assuming
rather elastic particles, in the sense that en > ecrðs ! 0Þ � 0:63 for
impact velocities vn < 1� 2 cm=s (this velocity range is set by the
minimum velocity dispersion maintained by nonlocal viscosity
among meter-sized particles). This enables a hot, many particle
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thick, low s steady-state, allowing for a sufficiently strong drop of
velocity dispersion with density that makes @g

@s < 0 for intermediate
values of s. At still larger s the system, now only a few particle
thick, is stabilized by nonlocal viscosity. This assumption of rather
elastic particles appears implausible, since it would tend to sup-
press the gravity wake structure known to exist in the A and also
in the B ring (Colwell et al., 2006, 2007; Hedman et al., 2007).3 Note
however that we are implicitly assuming that the ring particles have
everywhere an effective size �1 m: actually what is required for the
instability to occur is that the ratio vc=ðRXÞ is sufficiently large. For
example, even the Bridges et al. type formula would allow instability
if particles in some region had size less than about 2.5 cm.

In any case, other mechanisms for making @g
@s negative should be

looked for. For example, we have so far not considered the gravita-
tional viscosity, which in the presence of strong self-gravity wake
3 Simulations of Section 4.3 indicate that at high optical depths gravity wakes can
be present also with the Hatzes et al. type elasticity models: however, we have not
explored whether such wakes would be consistent with observations. On the other
hand, models with dissipative Bridges et al. -type particles match quite well both the
A and inner B ring azimuthal brightness asymmetry (Salo et al., 2004; French et al.,
2007).
structures is likely to be the dominant source of viscosity (Daisaka
et al., 2001). In this case, the expected m / r2, promoting over-
stability rather than instability (Salo et al., 2001). However, one
might speculate that at extremely high optical depths, there is per-
haps no room for the wakes to form: in this case the torque by the
inclined wakes is strongly suppressed, which could in principle
lead even to a drop of viscosity with increasing s. To date we have
not seen any indication of such behavior in any of our self-gravitat-
ing simulations, some of which extend up to optical depths s ¼ 5.

When looking for possible generalizations of viscous instability,
one should also inspect effects that tend to enhance local viscosity
at low optical depth relative to nonlocal viscosity, which would
lead to the necessary @g=@r < 0. A candidate physical process
could be particle break-up, since smaller particles lead to a de-
creased nonlocal viscosity. For instance, if Saturn’s ring particles
are formed by loosely bound aggregates of smaller solid particles,
then increased impact speeds at lower optical depth could lead
to an enhanced rate of break-ups in collisions, and thus, to a smal-
ler average particle size. Both effects, smaller particle size and
higher dispersion velocity at low optical depth, would work in
the right direction, promoting viscous instability.
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We can demonstrate the principle in terms of a toy model, spe-
cifying an ad-hoc decreasing cðRÞ relation, such that hotter systems
have a smaller (average) particle size R. Using this relation, to-
gether with the energy balance Eq. (29) and s ¼ 4r

3Rq, one has three
equations to determine s; R, and r for given q and e. Here, q is the
bulk density of the small basic building blocks of the agglomerates.
In fact, the density of the agglomerates may be significantly lower.
Similarly, the coefficient of restitution e would represent an effec-
tive value for cluster–cluster collisions, which might be consider-
ably lower than e for the collisions of the small building blocks.

An example is shown in Fig. 19. The assumed cðRÞ relation is
plotted in the upper right panel of the figure, for a range 0.1 m
< R < 1m. It uses a parametrization in terms of a tanh-function
but a linearly decreasing function would serve the purpose as well.
Energy balance leads, together with this relation, to smaller parti-
cles for decreasing surface mass density (lower panel, dashed
curve), which eventually establishes an only mildly decreasing op-
tical depth (solid curve). The total viscosity arising from this model
is shown in the upper panel of the figure. For the chosen para-
meters (see the figure), a range of surface mass densities between
roughly 700 kg/m2 and 1500 kg/m2 would be unstable. A ring of
surface mass density 1000 kg/m2, for instance, would develop into
ringlets of alternating densities 300 kg/m2 and 4000 kg/m2

(roughly). This corresponds to optical depths of one and three, re-
spectively, and particle sizes of decimeters and meters.

If such an effect may lead to a modified form of viscous in-
stability that actually works in Saturn’s rings remains to be
shown. To this end the physics of cluster formation due to adhe-
sion must be studied, and how it affects the thermal balance of
the ring, in order to derive plausible effective cluster sizes de-
pending on the velocity dispersion. For example, if the assumed
cðRÞ relation is significantly colder than the one shown in Fig.
19, or if it is too flat, the region for which @g=@r < 0 will shrink,
and eventually vanish.

Although following for a self-consistent adjustment of effective
particle size on velocity dispersion is beyond the scope of our di-
rect simulations, it is important to check how the viscous instabil-
ity is modified in the presence of particle size distribution. In
principle, it would be possible that the optical depth variations
Fig. 19. A toy model for a system where viscous instability is promoted by particle adhes
effective particle size R, assumed to arise from a balance of coagulation and fragmenta
(dashed curve) and optical depth (solid curve) on surface density, calculated from the
parameter values are indicated in the figure. The reduced particle size and increased
comparison to nonlocal viscosity, leading to a gðrÞ relation peaking at intermediate sur
seen in the rings do not represent so much actual surface density
differences, but are rather due to variations in the relative concen-
tration of smaller particles against a more or less uniform back-
ground of large particles. A possibility of selective viscous
instability potentially leading to such a concentration of small par-
ticles was discussed already in Stewart et al. (1984), who estimated
that this would be possible if the small particle have a much larger
steady-state velocity dispersion than the large particles: impacts
with the large particles could then lead to a reduction of the mean
free path of small ones at smaller optical depth than in the case of
uni-sized particles. The implied viscosity drop would then make
the small particles unstable. However, their analysis neglected
nonlocal viscosity, and assumed an elasticity law that would have
led to viscous instability also in the identical particle case, just for a
slightly larger s. It is just the nonlocal viscosity that stabilizes, for
example, the system following Bridges et al. elasticity law. Also,
the assumed velocity ratio, csmall=clarge � 103 disagrees with numer-
ical simulations (Salo, 1992; Morishima and Salo, 2006; Ohtsuki,
2006). Simulations indicate that size distribution systems stay far
from energy equipartition: in practice csmall=clarge 6 5 regardless of
the width of the distribution.

Examples of two-particle-size simulations are shown in Fig. 20.
The two uppermost rows both display a simulation system that
leads to instability in the case of identical particles (Hatzes elasti-
city model, Bridges type model with increased velocity scale factor
vc=vB ¼ 40; in both cases s ¼ 1). Instability is also obtained in the
case of two particle sizes (here with size ratio R2=R1 ¼ 2), leading
to a clearly stronger contrast among the smaller particles. The low-
ermost frame displays a case where the identical particle simula-
tion is definitely stable (Bridges type elasticity model with
vc=vB ¼ 10): in a similar two particle case the small particles de-
velop density variations among the more constant background of
large ones. However, the amplitude is very small, not really leading
to significant contrast between the populations.

Simulations thus suggest that the inclusion of size distribution,
although allowing for larger density contrast among the small par-
ticles in an otherwise unstable system, does not by itself lead to
size-selective instability. However, if we further assume that the
particle elasticity depends on particle size, this can lead to selective
ion. Upper right frame: The adopted dependence between velocity dispersion c and
tion of rubble pile particles. Lower frame: relation between effective particle size
energy balance condition (Eq. (29)) for the assumed cðRÞ dependence; other used
velocity dispersion at small surface densities both enhance the local viscosity in
face densities (upper left frame).
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smooth particle elasticity model (the identical particle case is the same as displayed in Fig. 8 with N � 25; 000 particles; in the two-particle-size case N � 64,000; in all cases
the radial and tangential size of the calculation region are 2000 and 40 particle radii), while the next two rows use Bridges et al.-type elasticity laws, either with vc=vB ¼ 40
(middle row) or vc=vB ¼ 10 (lowermost row; note the difference in the density scale). The profiles are made from 10 simulation snapshots separated by five orbital periods
(corresponds to orbits 955–1000 since the beginning of the simulation).
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instability, also in a range of elastic parameters which would
otherwise be stable. A preliminary example is provided by Fig.
21. Here two particle sizes with size ratio of R2=R1 ¼ 3 (mass ratio
27) are used, with s1 ¼ s2 ¼ 0:5. The impacts between small parti-
cles are more dissipative than those with the large particles: this is
at least qualitatively in accordance with what has been found in la-
boratory experiments of different sized solid ice particles (Dilley
and Crawford, 1996). A Bridges et al. type impact law is assumed,
except that the parameter vc is allowed to vary from the original
value vc ¼ vB. We choose vc=vB ¼ 0:1 for impacts between small
particles, making them fairly inelastic, in comparison to impacts
between small and large particle where vc=vB ¼ 1, and in particu-
lar in comparison with impacts among large particles for which
vc=vB ¼ 10. After a few hundred orbital periods the system, start-
ing with uniform completely mixed populations, has developed a
dense ringlet made predominantly of small particles. The density
contrast of small particles is nearly 10, while that for the large ones
it is less than two. Note that using vc=vB ¼ 10 in itself would not
lead to instability for any optical depth. Qualitatively, the instabil-
ity is due to the fact that increasing the partial concentration of
small particles at one region reduces their velocity dispersion,
since their energy balance becomes dominated by their mutual,
very dissipative impacts: this makes the viscosity drop with the re-
lative concentration of small particles. On the other hand, large
particles are less affected. Another example is given in Fig. 22: here
the scale parameter in the elasticity law for large particles’ mutual
impacts is reduced from vc=vB ¼ 10 to vc=vB ¼ 2. Two ringlets now
form in an otherwise similar simulation, with substantially
reduced density contrast (less than 3 for small particles and close
to unity for the large ones).
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Fig. 23. Effect of self-gravity on selectively unstable two-particle-size systems. The uppermost frame shows a non-gravitating instantaneous impact model simulation which
has developed selective viscous instability (the simulation is similar to that in Fig. 22 except that vc=vB (large-large) = 3). The next four frames show a continuation of this
same run, using the force method code with the inclusion of self-gravity: the internal density of particles is either q ¼ 0; 225; 300 or 450 kg/m3. Except for the last case, the
concentration of small particles into separate ringlets has been retained, or even somewhat enhanced. In the case with strongest self-gravity the small and large particles
become rapidly mixed again: the fluctuations in the profile are due to pronounced gravity wake structure. Note that these runs are preliminary: the tangential width of the
simulation region is only 50 m.
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Fig. 21. Example of selective viscous instability. The simulation system consists of two particle sizes, R ¼ 0:333 m and R ¼ 1 m; both components have s ¼ 0:5. The size of the
calculation region is 250 (radial) and 50 (tangential) m, and the total number of particles is �20,000. In the initial state both particle sizes are uniformly distributed and here
the distribution after 700 orbital periods is displayed. The upper frame shows a slice through the equatorial plane of the system, the lower frame shows a side view, with
symbol size corresponding to particle size; only 1/5th of all particles are plotted for clarity. The solid red and black–green dashed curves indicate the density profiles of small
and large particles, respectively. In this simulation, vc=vB (small–small) = 0.1, vc=vB (small–large) = 1.0 and vc=vB (large–large) = 10 (see text for explanation) (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.).
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Fig. 22. Like Fig. 21, except that vc=vB (small–small) = 0.1, vc=vB (small–large) = 1.0 and vc=vB (large-large) = 2.
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We also examined the effect of particle self-gravity on the size
dependent selective instability: in principle, gravitational wakes
stir the system very efficiently, which might suppress the relative
density contrasts among different sized particles. However, simu-
lations (see Fig. 23) indicate that at least in the case of relatively
mild self-gravity, the selective instability can be retained, or even
slightly enhanced (compare the q ¼ 225 kg=m3 simulation with
q ¼ 0, the former case showing a stronger concentration of small
particles on ringlets). A possible reason is that in the case where
global wakes are not formed, the main effect of self-gravity comes
via binary encounters. Although gravitational encounters them-
selves correspond to totally elastic impacts, the mutual accelera-
tion leads to an enhanced dissipation in those encounters which
result in a physical impact. As discussed in Salo (1995; see his
Fig. 9) the net effect of weak self-gravity can be reduction of the
steady state velocity dispersion, which in the current example
would further promote the flow of small particles to the ringlets.
Nevertheless, with stronger self-gravity (see the q ¼ 450 kg=m3

case in Fig. 23), the heating by wakes dominates, and all traces of
selective instability are removed.

These size-selective instability examples are all preliminary and
do not cover the full range of parameters relevant for selective in-
stability. Nevertheless, they highlight an interesting new mechan-
ism which might be relevant for the structure formation in
planetary rings.

7. Conclusions

We have demonstrated that viscous instability is possible in di-
rect 3D N-body simulations, using identical particles and a ‘smooth
particle’ elasticity model, based on Hatzes et al. (1988) laboratory
experiments. The basic requirement is that the elasticity law is able
to maintain a very hot (� X� 50 particle radii) velocity dispersion
at low optical depths. Comparison to hydrodynamic linear stability
analysis verifies the instability condition @g

@s < 0 (corresponds to
b 6 �1, for m / sb). Also, the simulated linear growth rates agree
with the hydrodynamical prediction, but only at the large wave-
length limit. The smallest unstable wavelengths are nearly 10
times larger than predicted by the linear isothermal analysis, indi-
cating the importance of thermal effects for the precise instability
boundary.

After a relatively rapid growth, an unstable simulation system
saturates to a nonlinear quasi steady-state, where dense and rare-
fied zones co-exist. In this state, a nearly constant value of dynamic
viscosity is maintained everywhere in the system. On longer time-
scales the dense zones gradually merge: 2D experiments indicate
that the typical radial separation between ringlets grows propor-
tionally to the square-root of time, as expected for a viscous evolu-
tion. Although most of the presented simulation examples led to
narrow ringlets separated by lower density regions, the state with
narrow lower density ‘gaps’ among a dense background is also pos-
sible, depending on the amount of material on the system (see the
3D s ¼ 1:9 example in Section 4.2).

The existence of gravity wakes throughout the main A and B rings
suggests that the particles in Saturn’s rings are rather inelastic, thus
not favoring this simplest type of viscous instability. As an attractive
possibility, some preliminary examples of size-selective viscous in-
stability are given. This is obtained under the plausible assumption
that impacts among small particles are more dissipative than those
with large particles. In these 3D simulations the small particles be-
came concentrated to ringlets in a more uniform background of large
particles. No extremely high elasticity was required, so that in prin-
ciple the gravity wake structure can be sustained in such a system.
An attractive feature of this selective instability is that the attained
density contrast depends on the size ratio and the difference in elas-
tic parameters between the populations: at least in principle this al-
lows for a much richer variety of structures than the simple identical
particle model leading to strictly bimodal optical depth variations.
Further studies of selective instabilities, including simple analytic
modeling are in progress.
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thank the reviewers Mark Lewis and Keiji Ohtsuki for their useful
suggestions. This work was supported by the Academy of Finland
and Deutsches Zentrum für Luft und Raumfahrt (DLR) under Grant
50OH0003.

References

Araki, S., 1991. The dynamics of particle disks III. Dense and spinning particle disks.
Icarus 90, 139–171.

Araki, S., Tremaine, S., 1986. The dynamics of dense particle disks. Icarus 65, 83–
109.

Bridges, F., Hatzes, A., Lin, D., 1984. Structure, stability and evolution of Saturn’s
rings. Nature 309, 333–338.
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